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Abstract 
Climate change has increased the rate of melting 

glaciers and snow cover. The precipitation patterns 

have also changed along with the increased rate of 

melting snow and glaciers which contribute heavily to 

the floods in rivers. The floods are most damaging, 

whether we talk about the economy or human lives. 

This makes the forecasting or prediction of floods 

important. Several methods and techniques were tried 

for decades to predict floods. Machine Learning (ML) 

is the latest and most advanced technique used for 

forecasting and prediction in almost every field. So, in 

this study, we developed a machine learning model, 

Gaussian Process Classifier (GPC) with 

hyperparameter tuning by Random SearchCV to 

predict the flood risk in the Himalayan river Jhelum. 

 

We pre-processed our dataset using techniques like 

feature scaling and data balancing. Feature 

importance evaluation was also done using an 

ensemble machine learning algorithm, extra trees 

classifier (ETC). Our model showed a ROC/AUC score 

of 0.803, average precision of 0.79 and the most 

important metric, the recall value of 0.85.  
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Introduction 
Climate change has increased the rate of natural disasters 

and the prominent ones are hydrological disasters. The 

increase of carbon in the atmosphere and increase in 

temperature are the main contributors to flooding when 

talking about the glacier and snow-fed rivers17. Extreme 

weather and climate events are natural features of the climate 

system; nevertheless, as the climate changes, so do the 

frequency, severity, spatial extent, length and timing of these 

occurrences5. Rising greenhouse gas levels induce 

anthropogenic climate change, sometimes known as global 

warming.  

 

By prohibiting radiation from escaping into space, these 

gases retain the heat into the atmosphere1. With the increase 

in temperature, the glaciers and snow cover are melting 
quickly25 and with the heavy precipitation, the magnitude of 

floods has increased drastically7. This phenomenon has led 

to several glacial lake outbursts of floods (GLoF)24. The 

river floods occur more frequently than other types of 

hydrological disasters and leave a devastating mark on the 

pages of history whenever they occur. The frequency and 

intensity of flooding have increased a lot in Asia as shown 

in figure1. This is because the Himalayan rivers flow 

through various countries of Asia. 

 

 
Fig. 1: Occurrences of Flooding continent wise  

1999 to 2020 

 

India, Pakistan and Bangladesh have also experienced an 

increase in the frequency and magnitude of floods21. The 

damages associated with these floods are also worth billions 

spanning different areas like farming, infrastructure, 

livestock, etc. The floods are not only devastating in 

developing countries but also in developed countries like the 

United States. According to a study, the United States 

incurred a loss of 3986 million USD per year since 1996-

201636. However, the major difference is in the type of 

damages the economically weak and developed nations 

incur. The developed countries incur more economic and 

less loss of human lives while on the other hand, developing 

nations where we have more homeless people or people 

living in mud houses, experience more loss of human lives.   

 

Currently, around 58 million people are affected by river 

floods each year around the world, with Asia accounting for 

more than half of those affected. Global flood mortality 

increases quite dramatically with increasing temperature, 

rising from an average of almost 5,700 deaths each year in 

the reference climate to 9,700 (+70%), 11,500 (+103%) and 

15,900 (+180%) with 1.5, 2°C and 3°C global temperatures 

respectively11. 
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Keeping these consequences of floods in view, a common 

man can have an opinion that we should have a system that 

could predict the floods and warn the community. By 

delivering information that allows people and communities 

to secure their lives and livelihoods, early warning systems 

assist to decrease financial losses and the number of 

accidents and fatalities caused by disasters14. The need to 

predict any event or value gave rise to a State-of-the-Art 

method, Machine learning (ML). ML is used extensively in 

forecasting or predicting events. Machine learning is the 

science of computer algorithms that may learn to enhance 

their task performance based on their own prior experience 

or data23. Machine learning is a technique for teaching 

computers how to interpret data more effectively. Often, 

after seeing the data, we are unable to evaluate the extracted 

information.  

 

Various ML models like Support Vector Machine (SVM), 

Multi-Layer Perceptron (MLP), K-Nearest Neighbour 

(KNN), Decision Trees (DT), Bagging, Boosting etc. have 

been used to carry out several tasks in different fields. An 

algorithm is chosen according to the nature of the problem 

and dataset19. One of the algorithms which are used in 

prediction is Gaussian Process Classifier (GPC) and its 

another variant is Gaussian Process Regressor (GPR). A 

Gaussian process is a stochastic process that may be found 

in many disciplines of research, including data 

communication, networking and computer science. It is 

commonly used to represent the properties of the target 

system as a non-parametric and probabilistic technique. For 

noisy, distorted, or erroneous data, a Gaussian process is a 

good option. These qualities made the Gaussian process be 

utilized in different fields of research. Bui et al9 used 

Gaussian process to predict the workload of each core of 

CPU in a computer system and showed its application in 

energy efficiency. However, they used GPR and described it 

as slow when paired with huge datasets.  

 

Zhu and Chen37 employed the Gaussian process in 

combination with partial least squares analysis to predict and 

to evaluate the energy efficiency of large-scale chemical 

plants. The application of the algorithm is vast as long as it 

suits well to the posed problem. In healthcare, several 

researchers used GPC to predict different diseases and 

mortality rates28. Rinta-Koski et al28 used GPC to predict the 

death rate in hospitalized infants. The authors used the 

Receiver Operating Characteristic curve (ROC) which is an 

excellent metric to measure the efficiency of a classification 

model.  

 

In 2014, Mehdipour et al used GPR to predict the mortality 

rates of children under age five20. For mortality rate 

prediction, Ludkovski et al18 used GPR and they also worked 

on the mortality rate improvement factors. Gaussian 

processes are also used in forecasting several environment 
variables like temperature, humidity, rainfall22, wind speed16 

etc. Grbic et al15 developed a model using GPR to predict the 

daily mean water temperature of Drava river Croatia. GPR 

is also used in material science to measure different 

parameters.  

 

Zhang and Xu35 used it to predict the critical temperature of 

doped magnesium boride. The authors have also compared 

and found that GPR shows better results than SVM in their 

case. But, this is not the case in every situation, rather it 

depends on the type of problem and type of data. Another 

important application of the Gaussian process is a prediction 

of water level whether it is groundwater level4, reservoir 

water level, or river water level.  In this study our objective 

is to predict the flood risk for that we propose a 

hyperparameter tuned Gaussian Process Classifier model to 

predict the water level of river Jhelum Jammu and Kashmir, 

India at Sangam gauge.   

 

Dataset 

The Jhelum River is a perennial river that flows throughout 

the year and gets most of its water from 24 tributaries 

sourced from the snow-capped mountains of Pir Panjal and 

Himalayas but here in this research work we considered four 

watersheds which converge at Sangam gauge station. These 

four watersheds have three India Meteorological 

Department (IMD) stations to measure the precipitation and 

temperature. We obtained rainfall and temperature data from 

the IMD and water level data of the Jhelum river from the 

Irrigation and Flood Control Department of Jammu and 

Kashmir. 

 

The rainfall and temperature data of three meteorological 

stations viz. Pahalgam, Kokernag and Qazigund were taken 

into consideration as shown in figure 2. The map has been 

developed using ArcMap 10.3. The water level data from the 

Sangam gauge station was used as an output variable. We 

combined the datasets and created a new dataset with six 

input variables of temperature and rainfall from three 

meteorological stations and output variable, water level from 

Sangam gauge station. The dataset is composed of daily data 

for these variables for ten years.  

 

 
Fig. 2: Watershed map of study area with  

three IMD stations 
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Material and Methods 
To develop the model we used Python 3.8.5 which is 

powerful and easy to code programming language. It 

includes high-level data structures like list and associative 

arrays (also known as dictionaries), dynamic typing and 

dynamic binding, modules, classes, exceptions and 

automated memory management, among other things. It 

features a syntax that is both basic and beautiful30. The tool 

we used to code python and develop our model is the Jupyter 

notebook. The Jupyter notebook is an open-source, browser-

based application that serves as a virtual lab notebook for 

processes, code, data and visualizations related to the 

research process10.  

 

The dataset was free from any missing values, so it was not 

necessary to use any technique to address the issue. In pre-

processing the data, we used a boxplot to detect outliers. The 

boxplot approach is a graphically-based way of finding 

outliers that are appealing not just for their simplicity, but 

also for the fact that it does not employ extreme possible 

outliers when computing a measure of dispersion31. To 

remove the outliers we used Inter-Quartile Range and then 

replaced these extreme values with median imputation. In 

the boxplot, the (IQR) refers to the distance between the 

lower quartile (Q1) and higher quartile (Q3). Inner "fences" 

are 1.5 IQR below Q1 and above Q3, while outside "fences" 

are 3 IQR below Q1 and above Q3.  

 

A potential outlier is a value that falls within the inner and 

outer fences, but a number that falls outside the outer fences 

is a probable outlier. A value that falls outside the outer fence 

is most certainly an outlier29. In circumstances where the 

data distribution is skewed and there are outliers, median 

imputation is preferred. The mean mode and median 

imputation methods are simple yet powerful to deal with the 

missing values32. Our dataset is a bit imbalanced needed to 

be balanced and for that purpose, we used Synthetic 

Minority Over-sampling Technique (SMOTE) which has 

been proven to improve the results2. The standard scaler 

feature scaling method was utilized to normalize the range 

of features as it is compulsory to scale the features having a 

difference in magnitude, units and range so that the machine 

learning algorithm can interpret all of the features on the 

same scale6.  

 

The Standard Scaler (SS) is a feature scaling approach that 

removes the mean of each feature and scales the variation to 

one. Because the normalized value is determined only by the 

mean and variance, it has several advantages including being 

linear, reversible, rapid and extremely scalable12. To 

determine the feature importance, an ensemble machine 

learning technique Extra Tree Classifier (ETC) was used. It 

is important to evaluate the importance of features so that we 

can decide which feature contributes to the results and which 

one does not.  

 

According to the traditional top-down process, the Extra-

Trees technique generates an ensemble of unpruned decision 

or regression trees13. The data was divided into training and 

testing datasets. Two performance evaluation metrics 

ROC/AUC, average precision and recall value were chosen 

to evaluate the developed model. These metrics were chosen 

in view of the nature of the research problem. In our case we 

cannot afford to have huge number of false negatives. The 

flood risk prediction can tolerate the false positive rate to 

some acceptable level but false negative rate should be as 

low as possible.  

 

For example, if in a situation, the developed model predicts 

flood but that turns out to be a false alarm, the only thing that 

can happen is that people and administration will take 

precautionary measures and be ready for the catastrophe. But 

if our system predicts that there is no risk of flood but the 

disaster strikes, then the economic and life loss will be huge. 

Recall is the number of recovered relevant items as a 

percentage of all relevant things for any given retrieved 

collection. As a result, recall is a measurement of efficacy in 

recovering (or choosing) performance and it can also be 

interpreted as a measure of inclusion of relevant things in the 

recovered set8. When compared to overall accuracy, the area 

under the ROC curve (AUC) has been found to display a 

variety of admirable characteristics as a classification 

performance indicator3.   

 

The ML model we developed in this study is based on 

Gaussian Process, abbreviated as GP, which is a 

generalisation of the Gaussian probability distribution or in 

other words we can say that a Gaussian process is a group of 

random variables with combined Gaussian distributions in 

any limited number of them27. GP’s are also known as bell 

function because of the bell curve in distribution graph as 

shown in figure 3.  

 

 
Fig. 3: Bell curve of a Gaussian Process 

 

The distribution of random variables is summarised by 

Gaussian probability distribution functions, while the 

features of the functions are summarised by Gaussian 

processes. The continuous probability distribution is the 

connection between the occurrences for a continuous 

random variable and their probabilities, which is expressed 

by a probability density function expressed by the following 

equation: 

 

ƒ(𝜘) =
√2𝜋𝜎
1 𝓮

√𝟐𝞹𝞼𝟐
−𝟏 (𝝒 − 𝝁)𝟐                                            (1) 
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where 𝞂 is standard deviation, 𝞂2 is variance and μ is mean. 

 

The cumulative distribution function, or CDF, defines the 

likelihood of an occurrence being equal to or less than a 

certain number. The CDF for discreet variable and 

continuous variable can be defined as shown in equation 2 

and 3 respectively: 

 

𝐹𝑋(𝑥) = 𝑃(𝑋 ≤ 𝑥)                                                             (2) 

𝐹𝑋(𝑥) = ∫ 𝐹𝑋(𝑥)𝑑𝑥
𝜘

−∞
                                                      (3) 

 

where X is a random variable which takes values from the 

sample space, x is the value and P is the probability. 

 

The values for the parameters of the GPC model were set to 

default and given in table 1. 

 

Random Search hyperparameter tuning technique was used 

to tune the hyperparameters of the model. The value for 

cross-validation was varied and desired results were 

achieved at 5. To improve the results further, we varied the 

values of “max_iter_predict, n_restarts_optimizer and 

random_state” that are given in table 2.  

 

Results and Discussion 
We used the boxplot to detect outliers in the dataset of the 

three meteorological stations as shown in figure 4. The 

results show that only precipitation data has outliers and 

temperature data is free from outliers. The detection of 

outliers is very important in the development of 

classification models and that also conforms with the 

research work done by Shieh and Hung33. As we 

experimented and executed the model without outlier 

removal, the results were unacceptable, so they were 

removed by the Inter Quartiles and then those missing values 

were replaced with median imputation. The boxplot of the 

data after median imputation is shown in figure 5. The 

developed GPC model before hyperparameter tuning 

showed a very good recall value of 0.85 but average results 

for the average precision and ROC/AUC score.  

The model was then subjected to hyperparameter tuning 

technique and the method chosen was random search instead 

of grid search because upon experimenting we experienced 

that grid search was extremely slow in operation, same is the 

finding of Swamy et al34.   

 

 
Fig. 4: Boxplot before outlier removal 

 

 
Fig. 5: Boxplot after outlier removal

 

 
Fig. 6: Precision-Recall curve of developed GPC model 
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Fig. 7: ROC/AUC of developed GPC model 

 

Table 1  

Default parameters of GPC model 

Kernel max_iter_predict n_restarts_optimizer random_state optimizer 

RBF 100 0 0 fmin_1_bfgs_b 

 

Table 2 

Changed values of the parameters of GPC model 

Kernel max_iter_predict n_restarts_optimizer random_state optimizer 

RBF 800 15 1 fmin_1_bfgs_b 

 

Table 3 

Results of the developed model before and after hyperparameter tuning 

Metric GPC without hyperparameter tuning GPC after hyperparameter tuning 

ROC/AUC 0.7153 0.8032 

Recall 0.8537 0.8537 

Average Precision 0.69 0.79 

The cross-validation score of 5 provided the best results for 

which the precision/recall curve and ROC/AUC score are 

shown in figures 6 and 7 respectively. The results for the 

developed model before hyperparameter tuning and after 

hyperparameter tuning are shown in table 3. 

 

Conclusion  
The rainfall and temperature data of the snow-capped 

mountainous region like the Himalayas can be used to 

predict the risk of flood in the rivers that get most of the 

water from melting snow and glaciers. By looking at the 

data, we cannot determine which features contribute to the 

output and which ones do not. To solve that issue, evaluating 

feature importance is a must to do practice. So to accomplish 

that task, an ensemble machine learning algorithm like ETC 

proved to be very useful. The outlier detection and removal 

of the data are necessary as neglecting this part can degrade 

the results. IQR  technique to remove the outliers and median 

Imputation to replace the missing values play a significant 

role in improving the results.  

To improve the results, further hyperparameter tuning 

technique is important and after experimentation it implied 

that between two major hypertuning techniques, grid search 

and random search, the later one is fast. The grid search  

technique took a lot of time to execute.  By using this 

technique, the recall value remained the same but ROC/AUC 

and average precision score increased.   
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